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Amnnorarmus: B cratbe paccmMaTpuBaeTcs METOIMKA OIEHKU MaCIITaOUPYyEeMOCTH HapPAJIeIbHBIX aJl-
TOPUTMOB. BMeCTO MpOBEJIeHNsT JOPOTOCTOANINX IKCIEPUMEHTOB Ha CYNEPKOMIIbIOTEpax Mpejjiara-
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pa3paboTKe CXeMbl KOMMYHUKAIIANA ¥ BBIYUCICHUI UCCIIELYEMOr0 aJlfOPUTMA, CO3JAHUN HA, €€ OCHOBE
UMUTAITMOHHOI MOJIEJIH C UCIIOJIb30BaAHUEM MOJIEJI aKTOPOB, HACTPOUKE 110/T KOHKPETHYIO apXUTEKTY-
DY CYIIEpKOMIIBIOTEPA U HCCJIEIOBAHIY MACIITAONPYeMOCTH. B cTaThe [IeMOHCTPUPYETCs IPUMEHEHNE
9TOI METOJIUKH K 33/1a4€e YHUCJICHHOTI'O MOJIEJITMPOBAHUS YEPKaHNA IJIa3Mbl B OTKPBITBIX MarHUTHBIX
JIOByHIKaX. Pe3y/abTaThl IMUTAIMOHHOTO MOJEIUPOBAHUS CBUJIETENLCTBYIOT 0 85% addekTusHOCTH
MacImTabupoBaHUs AJITOPUTMA [P €r0 PAa3BEPTHIBAHUN HA THICAYAX BBIYUCIUTEIbHBIX SAJIED.
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Abstract: This article presents a methodology for evaluating the scalability of parallel algorithms.
Instead of conducting costly experiments on supercomputers, we propose using a specialized
simulation model. The methodology involves studying and developing the communication and
computation scheme of the tested algorithm, creating a simulation model based on the actor model,
configuring for a specific supercomputer architecture, and investigating its scalability. The article
demonstrates the application of this methodology to a numerical modeling problem for plasma
confinement in open magnetic traps. The results indicate 85% scaling efficiency of the algorithm
for thousands of cores.
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1. BBeaenue. CoBpeMeHHBIE CYTIEPKOMIBIOTEPHBIE CUCTEMBI JEMOHCTPUPYIOT BBICOKHIT YPOBEHD HMAapaJi-
JIEJIBHOI 0OpabOTKU JTAHHBIX, T€TEPON€HHOCTh BBIYUC/IUTEIbHBIX KOMIIOHEHTOB M UEPAPXUIECKU PACIIPEIEsICH-
HYIO OPraHU3aINI0 KOMMYHUKAIIMOHHBIX [TOJCUCTEM, 9TO O0YCJIOBJINBAET 3HAUYUTEIHHYIO CJI0KHOCTh Pa3paboTKu
CHENUAJM3UPOBAHHOTO ITPOIPAMMHOIO 00ECIIeYeHNsI U TPEJICTABIAET CODON aKTyaJbHYIO HAyIHO-TEXHUIECKYIO
pobJtemy.

ITocne peanusarnuu TpOrpaMMHOTO KOMILIEKCA JJIsi PEIeHUs] BBIYUCIUTEIBHO CJIOKHBIX 33129 KJIIOIEBOM
IpO0OJIEMOII CTAHOBUTCS OIIPE/IEJIEHNE TOUYKU HACBHIIMIEHUS MACIITAOUPYEMOCTH, T.6. YCTAHOBJIEHHUE ONTHMAJIbLHO-
IO KOJIMYECTBA BBIYUC/IUTEBHBIX Y3JIOB, IIPH KOTOPOM JOCTUTAETCS MAKCHMAJIBHOE YCKOPEHWE BBIYUCJIEHUN
(speedup) i 3aJIaHHON APXUTEKTYPbI U BXOJHBIX IIAPAMETDPOB, IIPUYEM JaJibHeliniee 100aBIeHre BbIUUCIIU-
TEJILHBIX PECYPCOB He MPUBOJUT K 3HAUUMOMY DOCTY NPOU3BOAUTENHHOCTH (3aKOH AMuasa).
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DKCIIepUMEHTAIbHOE PelleHne JAaHHON IpobJieMbl TpebyeT NMPOBEJIEHNsI CEPUM BBIYUC/IUTEIbHBIX JKCITe-
PUMEHTOB C BapHalueil KoJu4ecTBa 3a/1efCTBOBAHHbBIX y3Ji0B. OIHAKO BBICOKAsl C€6€CTOMMOCTD SKCILIyaTaI[UN
COBPEMEHHBIX CYIIEPKOMITBIOTEPHBIX CHUCTEM, & TaKKe JIMMUTHPOBAHHAS JIOCTYIHOCTH MAIITUHHOIO BPEMEHU B
OOJIBIITUHCTBE CyNEPKOMITBIOTEPHBIX ITEHTPOB CYIIECTBEHHO OMPAHUYUBAIOT BO3MOXKHOCTD ITPUMEHEHUsI JAHHOTO
TO/TX0/1a Ha TIPAKTHUKE.

B xomTekcTe wHTErpaJbHOrO MMOAXOAA K pa3paboTKe MapasieIbHBIX MIPOrpaMM, pa3paboTaHHOTO B
NBMuMI' CO PAH [1], upejjaraerca pelienue yKa3aHHONW IPOGJEMbI MOCPEACTBOM IIPUMEHEHUS METOI0B
MYJIBTHATEHTHOTO MOJIenpoBanusd. JIaHHbBIN MOX0/] TO3BOJISIET UMUTHPOBATH CEPUIO BBIMHCIUTE/IHLHBIX IKCITE-
PUMEHTOB, CYIIECTBEHHO COKpalnas TpebOBaHHs K pealbHLIM pecypcaM W BPEMEHHBIM 3aTpaTaM, MPH TOM
obecrieunBasi OIEHKY MACIITAONPYEMOCTH HCCIEIYyEMBIX AJTOPUTMOB JJIsi COBPEMEHHBIX U IEPCIIEKTUBHBIX CY-
MIEPKOMITBIOTEPHBIX apXUTEKTYP.

Mo2KHO BBIAEIUTH HECKOJHKO OCHOBHBIX HAIIPABJICHUI MCC/IEIOBAHUI B JAHHON 00IaCTH:

o Dxcrpamaciirabuoe Mogenuposanue (Extreme-Scale simulation) [2]. Ocrosroil dbokyc HapasieH Ha MO-
JIeJINPOBAHKE CUCTEM ¢ MUJJIMOHAMHU siflep ¥ dK3abafitamMu JaHHBIX. PazpabaThiBAIOTCs JIETKOBECHBIE MO-
JIeJIH, CIIOCOOHBIE IPE/ICKA3bIBATH MTOBEIEHIE AJITOPUTMOB HA TAKUX MacInTadax, He Tpedyst haKTHUIeCKoro
pasBepThIBAHUSI.

e Uccnenosanue sueproaddexrusnocru [3]. Hapsaay ¢ oneHKo# npOM3BOAUTENLHOCTH, UMUTAIIMOHHBIE MO-
JIeJIM UCIIOJIb3YOTCsI JIJIsl aHAJIM3a SHEPTONOTPEOIEHNST IApaJIIeIbHbIX AJITOPUTMOB. JTO II03BOJISIET OITH-
MU3UPOBATH aJITOPUTMBI HE TOJIBKO IO CKOPOCTH, HO U 110 CTOUMOCTHU BBIYUCJIEHUN, ITO KPUTUIECKHN BayKHO
TUIS TaTa-TEHTPOB M CYNMEPKOMITHIOTEPOB.

e Tereporennbie u rubpuHbIe apXUTEKTYPHI [4]. COBpeMEHHBIE MOIENN OJKHBI YIUTHIBATH PaboOTy aJro-
purMmoB B cpenax, rae couerarorcs CPU, GPU, Phi u apyrue yckopurenu.

e Uurerpanus ¢ mamuaabiM obydenueM [5]. Iogsisiores paborsl, rae merons ML ucnosbssyiorcs BHyTpu
CHUMYJISITOPOB JIJIsI TIPEJICKA3aHusl IOBEJICHUs] CUCTEMbl B HEOIIPE/IEJICHHDBIX YCJIOBUSX WJIN JIJIsI aBTOMATH-
YECKOW ONTUMHU3AINK ITaPaAMETPOB aJrOpUTMa B Xoj1e MojenpoBanus. Ocoboe pacnpocTpaHeHne MoJLy Ti-
au crerpanansuposanuble wiardopmel st HPC, rakne kax SimGrid [6] u SST (Structural Simulation
Toolkit)[7]. DTu uHCTPYMEHTDI IPEIOCTABIISIOT A0CTPAKIUY JJI MOJICJIMPOBAHNS BbIYUCIUTEIbHBIX Y3JI0B
U ceTeBoit nHPPACTPYKTYPHI, TIO3BOJISIST HCCIIETOBATEIISIM COCPEIOTOUNTHCS TOJIBKO Ha JIOTUKE AJTOPUTMA.

B mammoit pabore mpeacTaBiaeH MOAXOM K HCCIET0-

BAaHUIO IApPaJIJIeJIbHBIX AJITOPHTMOB Ha OCHOBE MOJIE/IN

AKTOPOB. —:@
IlepBoHATAIBLHO MOIEIHPOBALIE OCYINECTBIILIOCH ‘

¢ ucnonssosanneM cucremsl AGNES [8], ogmako BbLas- @:—

JIEHHbIEe OrPAHUYEHHsl JAHHON IIaT(OPMbI 00YCIOBIIIH ¢ n

7/%

HeO6XO,Z[I/IMOCTI) nepexoaa K MOAEJIu aKTOPOB IJId MMHU-

ranun soraucsaenuit (puc. 1) [9]. Io amamoruu ¢ mapa- [%

JUrMOil  06bEKTHO-OPUEHTHPOBAHHOIO [IPOrPAMMHIPOBa- - >

HUS, Tle KaXK/bIi IIPUMATUB PACCMATPUBACTCS KakK 00b- i @

€KT, MOZENb AKTOPOB BLLIEJISET B KAUCCTBE YHUBEPCAb- T = 1

HOIl CYIIHOCTH IOHsITHE “akTopa’. AKTOp IpejcTraBiser
€000Ii aBTOHOMHBIN BBIYUC/INTEIHLHBII KOMIIOHEHT, KOTO-

bt

—

PBIil, TIOJIyIUB COODIEHNE, MOYKET OJHOBPEMEHHO: OTIIPA~

BUTb KOHEYHOE YHCJIO COODINEHUI JIPYIUM aKTOpPaM, CO- —I@

3/1aTh KOHETHOE YHMCJI0 HOBBIX aKTOPOB, BLIOPATH MTOBE/IE- —>

HUe, KOTOpOoe OyJIeT UCIOJIb30BATHCS IPU 00pabOTKe Cite- [ |
JIYIOIIETO TOJIYIeHHOrO coobiienusi. PakTuIecKn, KaxK-
igaﬂ BquHCﬂHTenbilaﬂ GYHKIWS TPOrpaMMBbl CTAHOBUTCS Prtc. 1. Moaess AKTOpOB 7T MMITAIIH BErHCICHH
YePHBIM SIIIUKOM”, TIPUHUMAIONIAM BXOJIHBIE JIAHHBIE B
BUJIe COOOINEHNIT U BBIIAIOMIMM PE3YJIbTaT TaKXKe B BUIE

coobmennii. Ha puc. 1 cxeMaTH4HO IpeCTaBIEH TaKOi

Fig. 1. Actor model for the computation simulation

moxo. Bpemst 06paboTKM [TaHHBIX PA3HBIMHU ‘9€PHBIMU AMMUKAMA W BPEMEHa IMEePEeChLIOK COODIIEHWI MOTryT
OBITH KAK CHHTETUICCKUMU, TAK U M3BJIEKAEMBIMU U3 JJAHHBIX 110 PEAJBHBIM 3aIlyCKaM HCCJIEyeMON TPOrpaMMBbl
HAa CHUCTEMaX C Pa3/IMIHBIM KOJMIECTBOM BBIYHUC/IATE/ILHBIX SIIED.
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Kak mokasniBaer CpaBHHTe.HLHbeI aHaJIn3, JaHHad MOJIEJIb obecreunBaer:

® COKpalieHne KOMMYHHUKAIIMOHHBIX HAKJIQJIHBIX PAaCXOJ0B MEXKIY arcHTaMH;

® TIOBBINEHHY0 3 DEKTUBHOCTD P MacIITaOUPOBAHNMN;

e yiIydllleHHBbIE II0Ka3aTeIn OTKa30yCTONYUBOCTH.

PesynbraThl skciepuMeHTaIbHON BepuUKAIUN TOATBEPKIAIOT, 9TO (DYHKITMOHAIBHBIN sI3bIK IPOTPAMMUPOBa-
nuga Erlang seMoHCTpUpyeT onTUMaIbHBIE TOKA3ATENH 110 CJISTYIONUM KPUTEPUIM:

® IIPOCTOTA PEAJIUBAIMY MOJIEJIEH;
® 3 dEKTUBHOCTD MACITITAONPOBAHUST;

® YCTOWYHUBOCTH K OTKAa3aM.

Bnaro;xapﬂ 9TOMY OH IIDEJICTAaBJIsSAET coboik Hpe,ILHO‘{TI/ITeJIbeIﬁ UHCTPYMEHT JIJIsl 3a/a9 UMUTAIIMOHHOI'O MO/Ie-

JIMpOBaHUsl MacITabupyemoctn ajropurmos [10, 11].

B nmanmnoii pabore OyeT MpOMJIIIOCTPUPOBAHO IMIPUMEHEHUE TAKOTO MOIXO/a K MCCJIEIOBAHUIO MacmTabu-
PYEMOCTH aJIrOPUTMA YUCJIEHHOIO MOJIEJIMPOBAHUS YIepKAHUS [I71a3Mbl B MAHUTHOI JoBymke [12, 13].

2. OO6immasg cxeMa WHCCJI€IOBAaHUs TMapaJji-
JIEJIBHOTO aJjiropuTMa. B mapajiebHbIX BBIYHCIE-

Hauauso
HUAX MPOrpaMMa IPeJICTaBsgeT coboit Habop OHO- Begin
BPEMEHHO pPaboTaIKUX MOTOKOB (HUTell), pacipele-
JIEHHBIX II0 OT/IEJIbHBIM BBIUUCIUTEIBHBIM y3JIaM. JTH | | |
ITOTOKH OOMEHUBAIOTCS JJAHHBIME I€pPe3 CUCTEMY CO00- BrEiEe B Borauciie-
mernit. OCHOBHBIME IIapaMETPAMU, OIIPeIe/AOIIUMU leatal 1naty kil
.. Calculations Calculations Calculations
paboTy KazKIOoil HUTH, SIBJIAIOTCS IJIMTEILHOCTD BbI-
[TOJTHEHHUST BBIYUCJIEHUII W BpeMsi, 3aTPadnBaeMOe Ha I | I
Obmen l>| O6wmen Obmen
repeJiady JAHHBIX APpYTuM y3yaaM. J[is mporao3uposa- STAHHBIME TAHHBIME |3 TTAHHBIMIT
Hust paboThI IPOrPAMMBI Ha, CyHEPKOMIIBIOTEPE CTPO- Data Data Data
exchange exchange —> exchange
UTCsI CIEIUAJIBHAST MOJIE/Ib, KOTOPasl BKJIIOYAET CO3/1a~ I I I
HUE CXeMbl KOMMYHUKAI[UU MEXK Ty BCEMU HUTSIMU [TPO- OGaion OGaion OGuon
necca (KakK [I0KA3aHO Ha PUcC. 2) u pasjesenue paborbl JIAHHBIMA JIQHHBIMA e JAHHBIMA
. . Data Data < Data
KaxKJI0ff HUTH Ha (a3bl BEMUCACHTT 1 da3bl oOMeHa exchange [®€— exchange exchange
narHbIME. Kaxkast HUTh IpejicTaBiieHa Kak ITOCJIe 0- | | [
BATEJIbHOCTH BHIYUC/IUTEIHHBIX M KOMMYHUKAITMOHHBIX Boramciie- Boramciie- Boramciie-
onepanuii. Bece B3anMomeiicTBUsI MeXK Iy HUTIMUI POP- . lHI/th‘ . lHI/iﬂ ) e o IHI/th'
MaJjIMi30BaHbl U MOTYT OBITH IIPOaHAJM3UPOBAHBI. Mo- acurations alculations arcuiations
JIeJTh TTIO3BOJISIET OIEHUTH BPEMEHHBIE XapaKTePUCTUKN |
Obmen | 5| OO0wmen L 3> —3»| Oo0wmen
BBITIOJTHEHUST TIPOTIPAMMBI JI0 €€ PeaJbHOIO 3aIlycKa Ha, i P T
cynepkommbioTepe. Takoil OJIX0/T JIaeT BO3MOYKHOCTH Data Data Data
. exchange [*€— exchange [€— <€ exchange
IIpE/ICKa3aTh MOBEIEHNE MTapaJIeIbHON TPOrPaMMBbI 1 | |
ONTUMU3NPOBATH €e paboTy JjisT KOHKPETHON BBIUMC-
JINTETLHOM apXUTEKTYPHI. Bblgggﬂe‘ Bb‘ggg“e‘ . B"I;g;“e‘
Kimouesoit xapakrepuctukoil sddexrusnocTn Calculations Calculations Calculations
BBIYUCIUTEILHOTO MPOIECCa TIPU €r0 MCIIOJHEHNN Ha, | [ [
BBICOKOITPOU3BOIUTEIBHBIX CYIIEPKOMITHIOTEPAX SBJIS-
ercst MacmTabupyeMocTb. 371eCh CJie/lyeT OTMETUTh, Koten
9TO JJIsT PA3HBIX BBIYUC/IUTEIHHBIX AJTOPUTMOB MO- End

KeT ObITh BakKeH PA3HBIN MMOKa3aTesb Macmrabupy-
emoctu. Hampumep, MeTOIbI CTATUCTUYIECKOIO MOJIe-
smposaus [14, 15| , Kak IpaBWIO, JEMOHCTPUPYIOT
CJ1a0YI0 MACIITAONPYEMOCTD, T.€. YMEHbBIIIEHIE BpeMe-
HU UCIIOJIHEHUS TIPY YBEJIMYCHUH BBIYUCIUTEIbHBIX y3-
JIOB, a CETOYHbIE METOJbl YUCJEHHOIO MOJIEINPOBa-
uus [16-18] — cusbHy10 MacCITabUPyeMOCThb, T.e. Hen3-

Puc. 2. BazoBasi cxeMbl KOMMYHUKAIIAHN TapaJLIEILHOTO

BBIYHCJ/IMTEJIBHOI'O IIpOoIecca

Fig. 2. Basic communication scheme of the parallel

computational process

MEHHOCTBb BPEMEHU pacCdYeTa aJIr'OPpUTMa NPpU YBEJINICHUN paC‘{eTHOﬁ obJsiacTu TIPONTOPITUOHAJIBHO KOJIUYIECTBY
BBITUCJINTEJIbHBIX Y3JIOB. B HCCJIEIOBaHUN pacCMaTPUBACTCA UCKJIIIOIUTE/IbHO ME>KYy3J/10Basd MaCLHTa6I/Ipy€1VIOCTb,
IIOCKOJIbKY KOJIMYIECTBO AJ€P BBIYHUCJIUTEJIbHBIX 3JIEMEHTOB Sad)I/IKCI/IpOBaHO 1 HaAaMHOI'O MEHbIIE, YeM ITOTeHIIU-
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aJbHOE YHCJIO BBIYUCIUTEIBHBIX Y3JIOB BBICOKOIPOU3BOIUTEILHBIX CyIMEePKOMIbIoTepoB. Takmm obpa3om, Bce
JIOKAJIbHBIE OIIEPAIH BHYTPU OTIEJIHHOIO BBIYUCIUTEIBHOIO y3JIa CIYUTAIOTCH (PUKCUPOBAHHON BEJIMYIMHON, He
OKa3bIBAIOIIEH CYIECTBEHHOTO BJIMSAHASA Ha OOIILYIO0 CTPYKTYpy pacdera. [Iporecc ncciemoBanus macimrabupye-
MOCTH TIAPAJIIEJIBHBIX AJITOPUTMOB MOYKHO YCJIOBHO Pa30UTh HA HECKOJIBKO DTAIIOB:

e Cozyanue yIpOIIEHHON MOjie/n IporpamMmbl. Ha JaHHOM 3Tame MpPOUCXOJIUT AHAJA3 TOrO, KAK Pa3HbIE
YACTH IIPOrPaMMbI ([IOTOKK) PabOTAIOT U B3aUMOJECHCTBYIOT MEXKLy cO0Oii. 3aTeM IPyNIUPYIOTCs IOX0KUE
[IOTOKH, KOTOPbIE BBIMOJIHSIOT OJIMHAKOBBIE BhIYMCJIeHUsI. JIjIs KarK 10l IPYIIIbI CO31aeTCsl BUPTYAJIbHBII
“mabison” (aKTop), KOTOPBIii 6y/1eT UMUTUPOBATE €€ IIOBEICHUE.

e Hacrpoiika BUpTYaJIbHBIX KOIU MOTOKOB. KaXK 1blif aKTOP MOJIydaeT CJIeIYIONNe TapaMeTphl: BpeMsi BbI-
YUCJIEHH, 00DbEM MepeIaBaeMbIX JaHHBIX U CKOPOCTH OOMEHA COODIIEHUSIMU.

e 3anyck mMHTAIUU. AKTODBI ONPENESISIIOT ¥ YCTAHABIUBAIOT AJIPECATOB JIJIs B3AUMOJEHCTBUS, & TaK¥Ke
BBITIOJIHSIIOT PAacYeThl, 0OMEHMBAsICh COODIIEHUSIMUA B COOTBETCTBUU C 3aJIAHHON CXeMOIl BBIYUCIEHUH. DTOT
IIPOIIECC [IPOJIOJIZKAETCS JI0 TEX 110D, OKa He ByJIeT JJOCTUTHYTO YCJIOBUE OCTAHOBA (HAIIPUMED, BHIIOJIHUTCS
3a/[aHHOE YMCJIO IUKJIOB BBIYUCJICHUIH).

e Amnajms pesysibraroB. Ha JaHHOM 3Tare mpoucXouT UCCIIE0BAHIE IOy Y€HHBIX [TOKa3aTeseil, TaKuX KakK
obrriee Bpemst pabOTHI BBIYACIUTEIHHOTO IIPOIIECCa, BPEMsI BBIMTOJIHEHUST KAXKIOTO aKTOPA, KOJIMIECTBO UTe-
panuii UKJIa BBIYUC/IEHNI, COBEPIIEHHBIX KaXKJIBIM AKTOPOM, 3aJep:KKU IIPU Illepejiade JAaHHBIX MEXKJLy
aktopamu. OUHCAHHBI MeTOJ, MMO3BOJISIET 3apaHee y3HATh, KaK MMPOrpaMMa MoBejeT cebs Ha peabHOM
CyIepKOMIILIOTEpE, TIOMOTAaeT HaiiTh “y3Kme MecTa’ B pabOTe MpPOrpaMMbI, COKpAIIaeT BpeMEeHHbIe U (Hu-
HAHCOBBIE U3JIEPXKKU (HE HY’KHO aPEH/IOBATH PEAbHBIN CyNIePKOMIIBIOTED JJIsS TECTOB), a TaKKe 0COOEHHO
IoJIe3€H JIs Pa3pabOTKU AJITOPUTMOB JJIsI CYIIEPKOMIIBIOTEPOB CJIEYIOIIEro IIOKOJIEHUs, KOTOPBIE eIle
HaXOJIATCs B CTA/INU MPOEKTUPOBanus. [IpesiaraeMblit MeTO ] NCCIIE0BAHUS BBIUNCINTEHHBIX IIPOIECCOB
y2Ke OBLJI YCIIENTHO UCIOJIb30BAH IPU U3yYeHUH BO3MOXKHOCTH MACIITAOMPOBAHUSI HECKOJBKUX BBITUCIIM-
TEeJIbHBIX AJITOPUTMOB Ha GOJIBINOE YUCIIO0 BBIYUCIUTEIBHBIX sep [19, 20].

3. NccaepoBanme MacoiTrabupyeMoCTy MapauieJIbHOTO aJITOPUTMa AUHAMUKY IJI1a3MbI.

3.1. Onucanme cxeMbl BBIYUCJIEHUN JIJIs MCCJIeQyeMoro ajropurMa. Vcxomaaas ¢pusndeckas 3a/a-
4a 10 MCCJIEIOBAHNIO JUHAMUKY I1JIa3Mbl B MArHUTHOM JIOBYIIKE ONUCHIBAETCS TPEXMEPHON I'MOPUIHON MOIEIIbIO,
I7le MOHHAsT KOMITOHEHTA [IPEeJICTaBjIsieT co00ii Habop JacTuIl, a JeKTPOHHAS — YKUJKOCTh. B 00/1acTh JIOBYIIIKI
C TIOCTOSTHHBIM MATHUTHBIM T10JieM Bg 1 (pOHOBOI T1a3MOii TIOTHOCTH N MHXKeKTUpytoTcest dactuibl, Camoco-
IJIaCOBAHHOE JBMXKEHUE JACTUILL B 9JIEKTPOMAIHUTHBIX II0JISIX JIOBYIIKH OIUCHIBAETC KUHETUIECKUM YPABHEHUEM
Butacosa st noHOB:

af af F O

—tv—+ —5- =0,

ot or mov
rae cuna F yuauThiBaeT TpeHue MeXKIy 3JeKTPOHAMU U MOHAaMU. I[Ipy 3TOM IJIOTHOCTH M CKOPOCTU MOHOB OIIpe-
JICJISTIOTCST KAK MHTETrPAJIb

1
ni(r,t) = /f(r,v,t)dv, Vi(r,t) = — [ vf(r,v,t)dv.
i
ITnasma cuuTaercs KBAa3MHEHTPAJIBHOU N, = N; = N, TOKU paccuuThiBaiorca Kak j = e(n;V; — n Ve). s
OIIMCaHUsI FJIEKTPOHOB UCIIOJIb3YIOTCS yPAaBHEHUS MATHUTHON T'HIPOIUHAMUKY B O€3MaCcCOBOM ITPUO/IAKEHITH:

€ Vpe Me
eE - -V, x B — +—(V;=V,)=0,
c Ne Tei
riae pe = n.l. — JaBjleHNe JIEKTPOHHOW KOMIIOHEHTHI, 1, — ee Temueparypa. IIlpu srom Temmneparypa T,
YAOBJIETBOPAET yPAaBHEHUIO:
oT,

+V VT, ) = (v—1)(Qe — div ge — pe div Ve),

Ne
ot
rje Qe — JIPKOYJIEB HAIDEB, e — IJIOTHOCTH TEILJIOBOIO MOTOKa, ¥ = 5/3 — mokasareiab ajauabarbl. DJIEKTPO-
MAarHUTHBIE TIOJI OTTUCHIBAIOTCA ypaBHeHUsMU MaKcBesa ¢ MaJbIMA TOKAMU CMEICHUS:

V><Bz4—7rj7 VXE:—la—B.
c c Ot
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B navasbHbiii MomentT Bpemenu B = (0,0, By_), E = 0, T; = Ty. 3ajaua pemaercs ¢ MOMOIIBI0 METOIA
“qactui-B-siaeiike” (PIC-meron). Ha puc. 3 mpencrasieno obmee onucanme PIC-meroma, KoTopoe mOApoGHO
U3JI0’KEeHO B [21-23].

B napaJiienpHol peam3aun YuCIeHHON MOJIENN YIePKAHUSI IJIA3MbI B OTKPBITBIX MATHUTHBIX JIOBYIITKAX
UCIIOJIBb3Y€eTCs THOPUIHAS JEKOMIIO3UIs pacaeTHol obactu [24]. Pacuernast 061acTh 1eUTCS pABHOMEDHO HA
10/100JIACTH, IPUYEM 3a KaXK/IyIO IOJ00/IaCTh OTBEYAET OT/IEJbHAS IPYIIIA IIPOIECCOB. JaCTHUIlBI B TOI00ACTH
PACIIPEIESIIOTCS PABHOMEDPHO MEXK Ty IIporieccaMu rpymmbl. Ilepegada rpaHMIHBIX Y3JI0B JJTst TTOI00IaCTH Y3JI0B
CETKU TPOUCXOJUT MEXKJIy IPOIECCAMU OCHOBHOM rpymmbl (puc. 4). JacTuipl MOryT GBITH II€DEHAIIPABIEHBI B
JTI000it TIPOTIECC U3 COCETHEH TPYIIIIbI.

JIBr>KeHme JacTuIy

Particle motion
Heoron—Jlopenig
A Newton—Lorentz

¥ Jlo6aBienue BHEITHUX CUJT Iormnomenue /M3myyenne
F". — | & Addition of external forces Absorption/Emission
-
-1 2 I // ' I \
= -
\ Hakomnenune Toka/3apsia
| | b + Caoxenne cui Bpemst ; /3apsn
. [ ) Summation of forces Time Accumulation of current /charge
S - —
| ‘ 7 - » 06JIaKa YACTHIL
o 5 ‘ particle clouds
w
I
i » DuibTparys DuibTparys
T Filtration Filtration
y l I 10 TOJISIM /IO IIOTEHIAIaM 3apsiz/ TOK
by fields/by potentials Pacuer moJist charge/current
Calculating the field

ITyaccon—Makcsesn
Poisson—Maxwell

Puc. 3. Ob1ee ommcanne MeTona “9acTHI-B-sueiikax”: a) IPUMEp [IepejieTa JaCTHUL, MeXK1y sSuelKaMyu CeTKU;
b) obmast cxema Merosa

Fig. 3. General description of the particle-in-cell method: a) example of particle movement between grid cells;
b) general scheme of the method

| !

3 SUB’S 4 SUB’S

1 SUB’S

Puc. 4. Ilekommozuriust pacaeTHoit 00/1aCTH B UCCIETYEMOM AJITOPUTME
yAep2KAHUS TJIa3Mbl B OTKPBITBIX MAarHUTHBIX JIOBYIIIKAX
Fig. 4. Domain decomposition in the studied algorithm of the plasma confinement
in open magnetic traps
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Kazkp1ii 9ran BeIMUCIUTEIHLHOTO IUKJIA BKIIFOYAET B Ce0sl JIArPAHXKEBY CTAIUIO JIJIS PACUeTa CKOPOCTel u
KOOD/IMHAT YaCTHUI[ U SMJIEPOBY CTAJUIO JIJIsI BBIYHMCJIEHNs] HAa TPOCTPAHCTBEHHOI ceTke. B Hadase KayKI0ro 1ara
BBIYHCJIATEIHFHOTO ITUKJIa OCHOBHO IIPOIIECC PACIIPEIEJIsIeT 10 IPYIIIe 3HAYSHIS JIEKTPUIECKOTO U MATHUTHOTO
ot B mogobsactu, ucnosb3yst mporeaypy MPI BCAST. Yrobsr nepeitTu K JjlarpaHKeBOi CTaIUN, MbI IIPUMe-
HsieM OMJIMHENHYIO WHTEPIIOJISAINI0, HAXOAUM B KazKJIOM Iporecce cuity JlopeHna, IefiCTBYIONIYyI0 Ha YaCTHUILY
B €€ MECTOIIOJIO2KEHUH, W BBIYUC/ISIEM CKOPOCTHA M KOODAMHATHI YacTull. ECin 9acTuiia BBLIETAET 3a IMPE/IesIbl
1o/100/1acTH, TO ee (PU3NIECKHEe XAPAKTEPUCTUKU OTIPABJISIIOTCS B OJUH W3 MPOIECCOB cocemueil rpymmbl. Vc-
MTOJIb30BaHUE JIOKAJBHOIO PAHKUPOBAHUS TO3BOJISIET PABHOMEPHO PACIHPEIEUTD YACTUIIBI IO MPOIECCaM IpU
otmpaske. ITocsie 9TOro KazKIblit IPOIECC BHIYUCIISIET CPEIHIE CKOPOCTH HOHOB B siu€iike U IVIOTHOCTD, U MBI IIEpe-
Xo1uM K 3itsiepoBy dray. OCHOBHBIE ITPOIIECCHI TPYIIIBI COOMpPAIOT JaHHbIe O rpytie, ucnoab3ys MPI REDUCE,
a 3aTeM OOMEHUBAIOTCsI TPAHUYHBIMU JIaHHBIMU. Jlajiee BBIYUCIISIFOTCS CKOPOCTH 3JIEKTPOHOB, MTAPaMETPhI 3JIeK-
TPUYECKOTO I10JIsl, MATHUTHOTO II0JI U TeMItepaTypbl. [locse pemrenns Kaxk/10ro ypaBHeHNs HA SMJIEPOBOM dTalle
IIPOUCXOIUT OOMEH I'PAHUIHBIMA Y3JIaMU CETKHU MEXKJLY COCEIHUMU IIPOIECCOPAME OCHOBHOMN rpytibl. Vcxost u3
OIIMCAHUS TAPAJLIEILHON PeaTu3aIu UCCIEAYEMOro aJIrOpUTMa ObLIa COCTABICHA CXeMa BbraucjeHuil (puc. 5),
Ha OCHOBE KOTODOl IIOJI0OTOBJIEHA UMUTAIMOHHAS MOJEJb JIJIsI UCCJIEIOBAHUS €0 MacIITaONPyeMOCTH.

| X Main
4—[ Face transfers ]

]
| Calculating magnetic field |

| Particle injection I
______________________ I X Sub
: L.
2z Boast ki P BCAST (RECV) |
£E . I : z—1 I r+1
£ E [ REDUCE (RECV) \ SUB’s | Buffer preparation | SUB’s

Particle exchange

Processing

>
'

| Density calculation |
|

ﬁ Face exchange ]i
] outgoing/incoming particles

| Calculating magnetic field | |

l | REDUCE |

«|  Face transfers | T
= trlansfers b | Calcullations |
[ Velocity clalculation |
<« Face trlansfers ]
[ Face trlansfers >
[ Current clalculation |
[ Face trlansfers B
H  Face trlansfers ]
| Temperatur:e calculation |
<« Face trlansfers ]
[ Face tr:ansfers >

Puc. 5. Cxema KOMMYHUKAIANA MEXKJIy BBIYUCIUTEILHBIMA HATIMU UCCJIEIYEMOTO MAPasjIe/IbHOrO aJrOPUTMA

Fig. 5. Communication scheme between computational threads of the studied parallel algorithm
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3.2. UccrnenoBanue nmpou3BOAUTEIBHOCTH AJITOPUTMA U onTuMmusanusi. /[jas Toro, 9Tobbl mpoBe-
CTH WCCJIeJIOBaHUE MacCIITabUPYyeMOCTH C WCIIOJIb30BAHUEM WMUTAIMOHHOTO MOJIE/IMPOBAaHMS, HEOOXOIUMO Ha-
OpaTh CTATUCTUYECKUE JIaHHbIE MO paboTe MporpaMMbl Jjisd pasaundnoro xKoamdecrsa MPI morokos. B Ttabm. 1
TIOKa3aHbI JIaHHbBIe, coOMpaeMble [ MMHUTAIIHOHHOTO MOAeInpoBanud, rjae Ny, Ny, N., N, . — mapaMmeTpsl

loc

Tabmuna 1. Cobupaemble JaHHbBIE JIJIsI KMATAIAOHHOTO MOIETUPOBAHUS

Table 1. Gathered data for the simulation modeling

IMponenypa
Procedure

Ilepecoinku wan apyrue mporieLyphbl
Transfers or other subprocedures

Pazmep nepecwrikn
Transfer size

. Boruncjienue marauTHOTO

nosst (gacts 1)

. Magnetic field

calculation (part 1)

Ilepecwinku rpaneit MPI SEND, MPI RECV

Face transfers MPI SEND, MPI RECV

2 X N

2 X N,

x N, BieBO

x Ny to the left

2. Nmxeknust
2. Injection
3. JIpurkenne JacTHIL Iepenaga namubix mosneit MPI BCAST 3X Ny X Ny X Nz .
3. Particle motion Field data transfer MPI BCAST 3 X Na X Ny X Nz,
3 X Nz X Ny Zloe
TloaroroBka IMepecHIIOK: YACTHUIIBI, BBIJIETAIOIINE U3
TeKyIei 061acT, monajgaT B 6ydep
Transfer preparation: particles flying out of the
current domain fall into the buffer
Ilepecwinku gactun, MPI SEND, MPI RECV PazHbri

Particle transfers MPI SEND, MPI RECV

Different size

Ilepepacripeniesienne 4acTuIl o sg4eKaM: BKJIIOYAET
[epeBbIJeJIEHNE [TAMSITH, 3AII0JTHEHNE IIYCThIX JIEMEH-
TOB MAaCCHBa YaCTUIl, BBIJIETEBIINX U3 TEKyIeil oba-
ctu, u g00aBIeHNe TMPUIETEBIINX YACTHUIL B 3Ty 00-
JIaCTb

Redistributing particles among cells: includes
memory reallocation, filling empty elements of the
particle array that flew out of the current domain
and adding incoming particles to this domain

. IlnoraocTn
. Densities

C6op mwioraocreit MPI REDUCE
Density gathering MPI REDUCE

3X Ny X Ny x N, .

3 X Nz x Ny x N
3 X Nz x Ny x N

Zloc

Zloc

Ilepecwinka rpameit MPI SEND, MPI RECV
Face transfers MPI SEND, MPI RECV

6X Ny XNy XNy
6X Ny X Ny X N,
6X Ny X Ny X N,
6X Ny X Ny XNz .
2X N X Ny X N,
2X Nz XNy xN.

to the left
to the right
to the left
to the right
to the left
to the right

Zloc

. Boruncjienne marauTHOro

nons (dactpb 2)

5. Magnetic field

calculation (part 2)

2 X Ny

6. Toxu IIepecvuiku rpaneit MPI SEND, MPI RECV 2 X Nz x Ny to the left
6. Currents Face transfers MPI SEND, MPI RECV 2 X Nz x Ny to the right
7. CKOPOCTH 3JIEKTPOHOB Ilepecvuiku rpaneit £, MPI SEND, MPI RECV 2 X Nz x Ny to the left
7. Electron velocities Face transfers £, MPI SEND, MPI RECV 2 X Nz x Ny to the right
8. DurekTpHUecKoe moJie Ilepecbuiku rpareit E,, E, MPI SEND, MPI RECV | 2 x N, x N, to the right
8. Electric field Face transfers E,, E, MPI SEND, MPI RECV 2 X Nz X Ny to the right
2 X Ny x Ny to the left

x Ny to the left

[Tepecbuiku rpaneit £, MPI SEND, MPI RECV
Face transfers £, MPI SEND, MPI RECV

x Ny to the left
x Ny to the right

. Temmnieparypa
. Temperature

[Tepecbuiku rpaneit MPI SEND, MPI RECV
Face transfers MPI SEND, MPI RECV

x Ny to the left
x Ny to the right
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IPYII JAHHBIX, COOTBETCTBYIOIIME pa3MepaM CeTKU BCeil 00JIacTU B HAIIPABJIEHUSX X, ¥, 2 U JIOKAJBHOMY pa3-
Mepy CETKHU TI0 HATIPABJIEHUIO z JJIsl KAyKJOro mpoleccopa. Ilepeckiikn ot 4-oro mpormeccopa K (i + 1)-my (To
ecTb cocelly crpasa) OylieM Ha3blBaTh [IEPEChLIKAMU BIIPABO, OT i-I0 Iporeccopa K (i — 1)-My — nepecbLikaMu
BJIEBO.

Y1066l BBISIBUTH UCTOYHUK CHUYKEHUsI IIPOM3BOUTEHLHOCTH HCCIIELyeMOTO aJrOPUTMAa, Mbl aHAJIH3UDYEM
PA3INYHbIE TIOKA3ATEN IPOM3BOIUTEIHLHOCTH IPOTPAMMHOTO KOJIA, CBSI3AHHBIE ¢ KOHKPETHOI ammapaTHONl ap-
XUTEKTYPOIl BBIMUCIUTEIHHOIO KOMILIEKca. B Hamem cirydae Mbl cobupasu jpanabie ¢ 8 1o 32 MPI norokos
JUIsT JIBYXIIPOIeCCOPHOTo y3iia ¢ 16 simeprbivu Intel Xeon 2697Av4 kinacrepa HKC-11T HHKIT CCKII CO PAH.
SHaueHus 33/I€PXKEK JJIsT PA3HBIX TUIIOB MHTEPKOHHEKTOB U3BECTHBI U3 MPEIBIIYIIIX pacieToB. KoHKpeTHO s
HAIIErO UCCIeIOBAHUST MBI UCIOJIb30BAJIN UX YCPEIHEHHbIE 3HAYCHUsI. AHAIN3 TPOU3BOIUTEIHLHOCTH U MTOCIEY-
FOIIasl ONTUMU3AINST BEIYUCJIATEIBHOIO KOJa TIPOBOJIAIIACH € UCIIOJb30BaHueM porpammMel Intel VTune [25] u3
naketa IntelOneAPI 2024. DTo cBo60/1HO pacnpocTpaHseMblil TAKeT TPOrpaMM, KOTOPBI BKJIIOYaeT B cebsi Kak
MOJTHBI HAOOP CAMBIX COBPEMEHHBIX KOMITHJISITOPOB, TaK W IIUPOKUH KPYTr CPEJICTB OTJIAJKHA W OINTUMUABAINN
nporpamm. Intel VTune anamu3upyer nMpon3BOAUTEIBHOCT IIPOrPAMMbBI B 9acTh 3(Pp(HEKTUBHOCTH UCIIOJIb30Ba~
HUSI PA3JNIHBIX OJIOKOB IIPOIECCOPA, TOJACUCTEMBI AMSITHA U MAPAJUIEIBHON pean3anu KO/a.

Ha puc. 6 mokazana MeTpuKa HCIIOJIB30BaHUs MUKDPOAPXUTEKTYPHI Iporeccopa. [lokazaress ncnoibs3oBa-
HUsI MUKDPOAPXUTEKTYPBLI — ITO KJIIOUEBAs METPHUKA, MO3BOJIAIONAs ONeHUTh (B %), HACKOIBKO 3bhEKTUBHO
KOJI BBIIIOJIHSIETCSI Ha TEKyIeil MukpoapxurekType. Ha HcCIIOb30BaHNEe MUKPOAPXUTEKTYPHI MOTYT ITOBJIUSITH
OTIepAINH C TAMSTHIO, XaPAKTEPU3YIOIIHecs DOJIBIION 3aIep>KKOI, oleparun ¢ miasaorei 3amsroit mim SIMD,
HEUCIIOJIHEHHBIE WHCTPYKIMU W3-3a HEMPAaBUJIBHOIO NMPOrHO3WpoBaHusi BerBeil. Ha puc. 7 mokasana merpuka
OrpaHUYeHUs [IPOU3BOIUTEILHOCTH KOJIa, BbI3BaHHAsT PAOOTOM II0/ICUCTEMBI OIIEPATUBHON MAMSITH. DTa METPUKA,
ITOKA3bIBAET, KaK MPOOIEMBI MTOACUCTEMbBI TAMATH BJIUAIOT Ha MPOU3BoanTeabHOCTH. Memory Bound ompemests-
€T JIOJIIO CJIOTOB, TJie KOHBeHep MOXKeT ObITh OCTAHOBJIEH M3-33 WHCTPYKIWA 10 3arpy3Ke WJIM COXPAHEHUS 110
rTpeboBanuio. B Hamem ciydae 3ToT nokasareab npesbimnaer 20%. 9To o3HauaeT, 9TO U3-3a OOpalleHHil K I1a-
MSITH, TIPOTIECCOP MPOCTANBAET B OXKUJIAHUN 3aTPy3KU WJIM COXPAHEHUS JIAHHBIX 3HAYUTEHHYIO 9aCTh BPEMEHH.
[Ipu aTOM HaM yJIAJIOCh JOCTUYDL HEIJIOXUX MMOKa3aTesell M0 UCIOIL30BAHNIO KIIIeil BceX TpeX YpOBHell 3a cueT
BBIPABHUBAHUS JAHHBIX U 3P HEKTUBHOIO pa3dMepa 6JI0KOB JTaHHBIX, 00padaThIBAEMBIX 38 OJUH TaKT IIPOIIECCOPa

Microarchitecture Usage : 11.5% & of Pipeline Slots

Retiring 2: 11.56% of Pipeline Slots
Front-End Bound ©: 1.1%  of Pipeline Slots
Bad Speculation ©: 0.2%  of Pipeline Slots
Back-End Bound ©: 87.2% & of Pipeline Slots
Memory Bound ©: 52.6% M of Pipeline Slots
L1 Bound ©: 4.5%  of Clockticks
L2 Bound 0.1%  of Clockticks
L3 Bound ©: 1.3%  of Clockticks
DRAM Bound ©: 40.5% R of Clockticks

Memory Bandwidth @: 42 1% & of Clockticks
Memory Latency ©:  11.6% & of Clockticks

Local DRAM ©: 78.9% M of Clockticks

Remote DRAM @:  0.1%  of Clockticks

Remote Cache ™. 0.1%  of Clockticks

Store Bound ©: 15.7%  of Clockticks
Core Bound ©: 34.6% & of Pipeline Slots

Puc. 6. Ucnosib3oBanre MUKPOAPXUTEKTY PbI

Fig. 6. Microarchitecture usage

Memory Bound “: 52.6% R of Pipeline Slots
Cache Bound ©@: 59%  of Clockticks
DRAM Bound ©: 40.5% & of Clockticks
NUMA: % of Remote Accesses ©: 0.3%

Puc. 7. Orpannyenusi, CBsI3aHHBIE C [IOJICUCTEMON TIAMSITHA UCCJIEIYEMOrO MapasjieIbHOrO aJlOPUTMA

Fig. 7. Memory subsystem limitations of the studied parallel algorithm
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B ciay4dae npumenerust SIMD mucTpyknmit. Y10 Kacaercsi UCIOJIb30BaHUs MUKPOAPXUTEKTYPBI, TO aHAJU3 I10-
Ka3bIBaET, UTO 33JI€PXKKHU, CBA3AHHBIE C MCIOJH30BAHUEM IAMSTH, JAIOT B IEJIOM HEBBICOKYIO 3(hdEKTUBHOCTH
HCIIOJIb30BAHUS BBIYUCIATEIHHBIX SeD. DTO TUIIHIHBIE PE3Y/IHTATHI I KOJOB, CBA3AHHBIX C PEIIIEHNEM JAHHOTO
kJacca 3aa4. /o omuboK, 06yCIOBIeHHBIX HEX(P(MEKTUBHBIM UCIOJb30BAHNEM WHCTPYKIINUN BBIUYUCIUTE b=
HBIX sJ1ep, cocrasiseT 34.6% npu nenesom nokazaresne 10%. 9To ykasblBaeT Ha 3HAYUTE/ILHBIA TOTEHIMAI s
ONTUMU3BAINH KOJIA.

PesynbTaThl IepBOHAYAIBLHBIX TECTOB NMPOU3BOINTEIBHOCTH Obln Ha 30% HEMKe, 9eM IpeICTaABICHHbIEC Ha
puc. 6, 7. MsI ojo6pan onTuMabuble KOIMDMUINEHTDI, TPUBEIEHHDBIE B Ta0O. 1, YTOOBI JIaHHDbIE JIJIT BBIYUUC-
Jtennit 3P HEKTUBHO UCIIOIB30BAIN KIII-TAMATH IIPOIECCOPA, & TaKXKe Pa3/enjin apudMeTUIecKue Oepaliui,
9T00BI 00JIEr9uTh BeKTOpU3anuio kojaa KommumisaTopy Intel Fortran Compiler. K coxasenuro, B Hammem pacio-
PSI2KEHUU OTCYTCTBYIOT BBICOKOIIPOU3BO/INTE/IbHBIE BBIUNCIUTE/IBHBIE CUCTEMBI, HacuuThIBatomue 6osibire 50000
BBIMUCJIATENBHBIX d/lep. B 9ToM citydae s uccjiemoBaHus MAaCIITabUPYEMOCTH IIPOIPAMMbBI MOXKHO HCIIOIB30-
BaTh UMHATAIMOHHOE MOJIEJIMPOBAHNE, TIO3BOJISIONIEE [IPEICTABUTH TPOTPAMMHBIN KOJT B BUJE “IePHBIX SIIITUKOB .
Ornmpasich Ha JaHHBIE O 33JI€PKKAX BBITOJTHEHNUS PA3INYHBIX YacTell IIPOrpaMMbl, BEI3BAHHBIX pabOTOM maMsaTH
U CETEBBIX YCTPOUCTB, MBI MOXKEM IIOCTPOUTH MOJEJNb €€ WCIIOJHEHUS Ha BBIYUCJIATEIHHBIX CHCTEMAaX C IIOTEH-
IMATBHO “OeCKOHETHBIM KOJUIECTBOM SIAEP.

3.3. UccnenoBanme MmacmrabupyeMocTu ma-

paJlsIeIbHOTO aJITOpUTMAa. [jasi mMuTanuu ucroiHe-

HUsI aJICOPUTMa YUCJIEHHOIO MOJETUPOBAHUS JIMHAMUKI § 1.0

IJIA3MbI B OTKPBITBIX MAarHUTHBIX JIOBYIIKAX pPeajn30- E K

BaHbl KJjiacchl akTopoB PMain u PSub. AxkrTopsr kjac- g g 0.8 -

ca PMain UMETHDYIOT BBIIOJIHEHHE [VIABHOIO MPOIECCa o &

IPYIIBL: OHU OCYIIECTBJIAIOT PACCHUIKY U COOD JAaHHBIX £ g

€O BCEX IIPOIECCOB I'PYIIIBI, a TaKXKe OOMEHUBAETCS JTaH- EE k= 0.6 7

HBIMHE C COCEJHUMH aKTODaMH TOrO Ke Kjacca. Akro- & E

pol Kjiacca PSub uMuTHDPYIOT JBUIKEHUE JACTHUI] MEXKTY E e 0.4 -

IPyIIIaMUA U [IPOBOJAT OCTaJbHBIE BBIYUCJIEHUs] B TPYII- é

me. 3aJIepKKU [P Tepejiade COOOIIEHUN MeXK Ly aKTO- S 02
. . . . . :

paM# B ATOr€ UMATHPYIOT COOTBETCTBYIOIINE 3a/ICPXKKI
[Ipu mepejiade cOOOIIEHN B peaibHOM BBIYUCIUTEIbHOMN

—

2 3 4 5 6

Komuuecrso sanep, 107
cucteme. Mojiesib UCTIOJTHEHMST aJITOPUTMA BBITIOTHSET 3a-

Number of cores, 10*

paHee 33/IaHHOE KOJMYIECTBO BBLIUHUCIUTEHHBIX ITUKJIOB.

Bpemennble XapaKTEepPUCTUKK BBIOJIHEHUS BCeX 3Tamop — Puc. 8. MacurrabupyemMocTb MCCiielyeMOoro ajiropuTMa
BBITUCJ/IUTEJIbHBIX HUKJIOB IIOJIYy9€HBI Ha OCHOBE DPE3YJIb- Fig. 8. Scalability of the studied alg()rithm
TATOB 3aIlyCKa PEaJbHOI'O BBIUUCIUTEILHOIO AJITOPUTMA

na kiacrepe HKC-11IT ITKIT CCKII CO PAH. st emoHcTpanun MacimTabupyeMOCTH UCCIEyEMOTO aJIlOPUT-
Ma ObLIM IPOU3BEJIEHBI PACUETHI JJI PA3JIMIHOrO YUC/Ia BHIYUCIUTEILHBIX Y3108 (6osiee 106 BBIYUCIUTEIBHBIX
anep). Vccnenosana ciaabast MacIITabupyeMOCTh BBIYHCIATEIBHOIO aJIFOPUTMa — U3MEHEHHE BPEMEHH BBIIIOJI-
HEHUs 33JIa9M [IPU YBEJUICHUN TaPAJIIEIbHBIX IIPOLECCOB (BBIYUCIUTE/ILHBIX JI€P) [IPH YCJIOBUU COXPAHEHUSI
GUKCHPOBAHHON BBIUMC/IUTEIBHON HAIPY3KU B [lepecdeTe Ha OJUH Iporiecc. Pe3yIbTaThl JAHHBIX UCCJIeI0BaHUI
npuBeseHsl Ha puc. 8. s niea bHOr0 MapaJIeIbHONO aJrOPUTMa BPEeMs HCIIOJIHEHUs [PU ITOM JOJIZKHO Me-
HAThCHA He3HAYUTEIbHO. OIHAKO, CTPEMUTEIBHBIN POCT HATPY3KH HA CHCTEMY OOMEHAa COODIIEHUSIMU ITPUBOIAT
K TOMY, YTO IIOCJI€ JIOCTUKEHHS OIpPEIeJIEHHOIO KOJMYECTBA BBIYUC/IUTEIbHBIX SJ€p UX JaJbHelliee yBeIu-
JeHHe IIPUBOJUT K HEOIIPAB/JAHHO BBICOKUM 3aTpaTaM BBIUHCINTEIBHBIX U CETEBBIX PECypPCOB II0 CDaBHEHUIO
C JIOCTUTaeMbIM BBIATDBINIEM BO BpeMeHd. [loncK TaKOro KOJIMYeCTBA BLIYUCIUTEIbHBIX PECYPCOB C IIOMOIIBIO
MMUTAIIOHHOTO MOJIEJTUPOBAHUSI CYIIECTBEHHO CHUYKAET HAIPY3KY KaK Ha pa3pabOTUYMKa BHIYUCIATEIHHBIX AJi-
TOPUTMOB, TaK U Ha BBIYUCIUTEILHYIO HHPPACTPYKTYPY.

Wcxonst n3 puc. 8 MOXKHO CIeJIaTh BBIBOJI, YTO UCIIOJb30BAHIE B CXEM€E BLIUMCJICHHUII IVIABHOI'O IIPOIECCA
IPYIIIbI, KOTOPBIA 3aHMMAETCS PACCBLIKOW W arperanueil JaHHBIX PYIIbl 1 OOMEHOM JaHHBIMHU C COCETHUMUI
00JIaCTSIMHU, CYIIECTBEHHO CHUKAET U3/IEPKKU Ha KOMMYHHUKAIUA. TakkKe MOXKHO OTMETUTh, UTO aJTOPUTM IIPU
UCIIOJIHEHUU Ha OOJIbIIIEM YUCJI€ BBIYUCIUTEIbHBIX SIJIEP JIEMOHCTPUPYET BBICOKYIO MACHITAONPYEeMOCTb, TO €CTh
CrtocOOHOCTH 3MHEKTUBHO PEIIATh 339N 3HAIUTEIHHO DOJIBIIETO PAa3MeEpPA.

4. 3akJirodeHnue. B paMkax MHTErpajbHOrO IMOIXO0Ja K MapaslIeJbHOMY MPOIPAMMHPOBAHUIO pa3pabo-
TaHa WHHOBAIMOHHAS METOIMKA aHaIn3a MacCIITabUpyeMOCTH, OCHOBAHHAs HA MYJbTUATEHTHON HMUTAIIMOH-
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HOI MO/JIeJIN, PUHIINIIAX JUCKPETHOIO COOBITHITHOIO MOJEJIMPOBAHUSI U TEXHOJIOIUSIX IIPOrHO3HOM aHAJMTUKH.
[Ipennaraemast MeTOIMKA, MMO3BOJISIET OCYINECTBISTh MPEIUKTUBHBIN aHAJIN3 MACIITAOUPYEMOCTH AJTOPUTMOB,
MUHUMUI3UPOBATH MOTPEOHOCTH B PEAJIbHBIX BHIYUCIUTEIBHBIX PECYPCaX, T.€. CHIU2KATH MATEPHUAJIbHBIE 3aTPATHI
Ha JTalle MPOEKTUPOBAHUs U OIEHWBATH ITEPCIEKTUBBI MCIOJIb30BAHUS AJTOPUTMOB B 9K3a(JIONCHBIX CHCTe-
Max. anHast MeToguka paciupsier uHcTpyMeHTapuii HPC-aHaymTuku u 1mos3sosisier usberarb y3KHUX MECT Ha
sTale MpoeKTHpoBanus. Vccie0Ban aJlrOpuT™M 9UCJIEHHOTO MOJIETUPOBAHNS JTUHAMUKY TLIA3MblI B AKCHAILHO-
CHUMMETPUYHBIX OTKPBITBIX MArHUTHBIX JIOByITKaX. OCODEHHOCTHIO JJAHHOIO AJITOPUTMA SIBJISIETCsT JIOKAJIBHOCTh
BBIUHCJINTE/IBHBIX OIIepalliii, OTCyTCTBHUE IJI00AIbHBIX KOMMYHUKAIIMOHHBIX OIEPAIIHI U OITUMU3MPOBAHHAS CXe-
Ma obmeHa JaHHbIME. VccmemoBana CuIbHAs MaCIITAONPYEMOCTD TAHHOTO aJITOPUTMa Ha KOHPUTYpAIuax 10 1
wutH sgep. [lpu pemennn 3ama4 Gusuku mia3mMbl, KOTOpbie 3MOEKTUBHO 3arpykaoT gaHHbiMa 10 100 Thicsd
sajep, JOCTUTaeTcs coxpanenue 3dpdeKTUBHOCTH Ha yposHe 85%.
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